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The randomized clinical trial (RCT) is the ideal method for measuring treatment effects. Participants in clinical trials are randomly assigned to a treatment or control group. Randomization reduces biases by making treatment and control groups “equal with respect to all features,” except the treatment assignment. When randomization is performed correctly, differences in efficacy found by statistical comparisons can be attributed to the difference between the treatment and control.1

However, the RCT does not necessarily provide the final answer to treatment effectiveness, as there are many restrictions that limit generalizability. For example, RCTs are often restricted to patients with limited disease, comorbidity, and concomitant medications. Thus, RCTs generally demonstrate efficacy rather than effectiveness, where efficacy is the treatment effect under the restricted conditions of the RCT and effectiveness is the treatment effect under the conditions of usual practice.1

Observational, nonrandomized studies have a role when RCTs are not available, and, even when RCTs are available, to quantify effectiveness and other real world experiences. A contemporary example of this is the evaluation of drug-eluting stents, for which RCTs have demonstrated short-term efficacy for relatively healthy patients and observational studies are beginning to address long-term effectiveness and safety problems and use of clopidogrel in a broader array of patients.2

There are many approaches for making statistical inferences from observational data. Some approaches focus on study design, others on statistical techniques.1 However, even with the best of designs, observational studies, unlike the RCTs, do not automatically control for selection biases. Therefore, statistical methods involving matching, stratification, and/or covariance adjustment are needed.

Lack of randomization in observational studies may result in large differences on the observed (and unobserved) participant characteristics between the treatment and control groups. These differences can lead to biased estimates of treatment effects. The goal of the statistical techniques that focus on observational data is to create an analysis that resembles what would occur had the treatment been randomly assigned.

In RCTs, the balance is achieved on participant characteristics that occur before the treatment is administered. The success of randomization in creating balance can be assessed before any outcome measurements are taken. Therefore, in observational studies, the first goal of a statistical technique is to create balance between treatments on characteristics that are assessed before the actual treatment is administered. Once this balance has been achieved, outcome measurements can be ascertained and compared between groups. In practice, this goal is often difficult to achieve because the data available for observational studies usually contain measured patient characteristics that are obtained before, during, and after treatment administration, and it is often difficult to determine exactly which patient characteristics are pretreatment or not. Furthermore, there frequently are unmeasured characteristics that are not available, inadequately measured, or unknown. Thus, the statistical methods in observational studies need first to be judged based on their performance in creating a balance on background characteristics between treated and control groups and the impact of outcome data should play no role in this assessment.3

To adjust for pretreatment imbalances, 2 statistical approaches often used are analysis of covariance methods and propensity score methods. These 2 methods complement each other and generally should be used together rather than choosing between one or the other.

Analysis of covariance refers here to standard statistical analyses that produce estimates of treatment effects adjusted for background characteristics (covariates), which are included explicitly in a statistical (regression) model. With observational studies, this technique can produce biased estimates of treatment effects if there is extreme imbalance of the background characteristics and/or the treatment effect. See also p 278.
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is not constant across values of the background characteristics.¹

The propensity score for an individual is the probability of being treated conditional on the individual’s background (pretreatment) characteristics.⁴,⁵ Intuitively, the propensity score is the probability (between 0 and 1) that a participant is in the “treated” group given his or her background characteristics. Mathematically, the propensity score is frequently estimated by using logistic regression, in which the treatment variable (treated yes or no) is the outcome and the background characteristics, not the study outcomes, are the predictor variables in the model. Matching, stratification, or regression (covariance) adjustment using the propensity score can be used to produce unbiased estimates of the treatment effects and create participant characteristic balance between groups. In some of these methods, the propensity score is used in the analyses as a weight or factor (regression adjustment), whereas in others it is used to construct the appropriate comparisons (stratification or matching) but not in the analyses directly.

In practice, the success of propensity score modeling is judged by whether balance on pretreatment characteristics is achieved between the treatment and control groups after its use. Because of this, the analysis can be more liberal with inclusion of covariates in the model than in most traditional settings. For instance, covariates with \( P > .05 \) can be included in the propensity score model. In addition, in the same way that randomization in a clinical trial will create balance on all patient characteristics, both those related to outcomes to be assessed later and those unrelated to outcomes, the focus should be on including variables in propensity score models that are unbalanced between the treated and control groups, and not necessarily be concerned specifically with whether they are related to the outcomes of interest.

Propensity score modeling should be assessed, as would randomization in an RCT, on its performance in creating balance and not on whether the eventual treatment-effect estimates are larger or smaller than expected. The decision about whether a propensity score model “worked” should be made based only on examining the characteristics measured on the participants before the collection of any outcome measures. The only way to assess whether unmeasured characteristics are balanced is to examine the balance on measured covariates to which they are related.

Once a propensity score model has been selected and is successful in creating a balance between groups on the observed characteristics (eg, by showing that within strata defined by the propensity score, the background characteristics are balanced when they were not balanced based on the overall data, or by creating matched pairs of individuals based on their propensity score and showing that the background characteristics on the matched pairs are balanced), the treatment effect can be estimated. This is where analysis of covariance can still be useful.

As in RCTs, it may be useful to include a set of important covariates in the final models to estimate the treatment effect to increase precision of the treatment effect estimate or reduce bias if the randomization process did not create perfect balance. After using the propensity score to create strata or matched pairs for analysis, a reasonable approach is to consider fitting a model to estimate the treatment effect that includes a subset of patient characteristics that are thought to be the most important known potential confounders. In this way, the investigator should be able to add precision to the treatment-effect estimate by taking advantage of the propensity score modeling to create balance and the analysis of covariance modeling to create precision (and adjust for any residual imbalances that may exist after the propensity score modeling).

In an observational study, the participants and their physicians self-select for either receiving the treatment or not receiving it, which may limit interpretation. However, even in RCTs, there is self-selection by the patient.¹ For example, patients who decide to allow themselves to be randomized to receive a treatment (such as cardiac catheterization) are not necessarily a random sample of all potential patients. In fact, in many cases randomized trials have inclusion and exclusion criteria that restrict participation, such as by the participant’s age, health status, and medication use, so that in fact the participants in a trial may not resemble closely the actual individuals who may take the treatment once available. In general, observational study data resemble more closely the real world; that is, they include all individuals who are eligible to have the procedure/treatment, not only the subset of individuals who are comfortable with being randomized to receive a treatment, and who fit into the particular inclusion/exclusion criteria of a trial. Evaluation of a propensity score analysis of observational data because it does not match perfectly RCT results may miss the mark completely. Focus should be on understanding the differences (patient population, less experienced health care professionals and organizations) between the different studies.

In this issue of JAMA, Stukel and colleagues⁶ compare statistical methods for addressing selection biases in observational studies by using Medicare data on the use and survival outcomes of management by cardiac catheterization after acute myocardial infarction. In addition to the propensity scores methods, the authors also use an instrumental variable analysis. Using these approaches, the authors obtain different estimates of treatment effects. As the instrumental variable method gives a treatment effect
closer to what RCTs produce, the authors imply the instrumental variable method is better than the propensity score method because it eliminates the bias due to unobserved variables.

The attempt by Stukel et al to highlight the instrumental variable method is useful and when properly performed offers great hope. Their suggestions that this approach is “better” than the propensity score analysis for this particular data example and can deal better with selection biases from unmeasured variables is theoretically possible. However, issues must be carefully considered.

First, selection of the instrumental variable for this study creates some problems. Instrumental variable methods are 2-stage regression methods in which an instrumental variable related to the decision to have the treatment but not related to the outcome of the study is used to reduce or remove the bias due to the unobserved baseline characteristics. The ability to identify a real instrumental variable is controversial, difficult to justify and understand, and may create confusion in interpretation. The instrumental variable used by Stukel et al, “regional cardiac catheterization rate,” is a useful variable in that it correlates to the decision to treat. It also relates, however, to a successful outcome because it is a system variable indicative, as the authors state, to “more high-volume hospitals with specialized staff and equipment and coronary care units.” The status of this variable as an instrumental variable is not completely obvious. Its role, however, in a propensity score analysis to attain balance was not considered by the authors. It would be helpful to have a clear explanation as to why the regional characteristic used as the instrumental variable (or some set of variables closely correlated with this variable) was not included in the propensity score analysis, and if it were included what impact would it have.

Second, it is difficult to determine which mortality rate estimates and which analyses are most believable. The propensity analysis gives a treatment-related mortality reduction rate of 0.55. The propensity analysis did balance the groups on measured characteristics (as shown in columns 5, 6, and 7 of Table 1 in the article by Stukel et al). The 0.55 effect estimated from these data is either correct or there must be some unmeasured characteristics that are strongly imbalanced between the 2 groups and not being properly taken into account in the propensity score analysis. Does “regional cardiac catheterization rate” account for this? Would its addition, or the addition of a set of variables closely related to it, to the propensity score analysis adjust the mortality rate?

Third, the comparison with existing RCTs data may not necessarily be a gold standard. The question of comparable populations of the RCT and observational studies reflecting efficacy vs effectiveness does not seem to be completely resolved by the authors.

Fourth, the authors acknowledge, “instrumental variable analyses...are more suited to answer policy questions than to provide insight into a specific clinical question for a specific patient.” Treatment effects should deal with effects relevant to patients. Such statements as given by the author cloud the issue.

In conclusion, the article by Stukel et al is an important reminder of the need for careful and rigorous approaches to observational data analyses. Because the final inferences appear different depending on the method chosen, investigators must be cautious when conducting observational data analyses and must ensure that they have available what they consider to be the most important patient characteristics measured before treatment assignment. Furthermore, the analytic method for comparing treatments must be shown to properly balance these characteristics. In addition, sensitivity analyses also should be performed in much the same way as Stukel et al did. Moreover, external validation of results should be attempted, but always with caution. RCTs should not always be considered as the only source of valid scientific information. The data collected from such studies are strong only if it can be shown that in fact a truly random sample of eligible patients participate and complete the protocol as designed. When patients self-select to be included in observational studies, the findings may more accurately reflect “real world” experience, but if and only if optimal, rigorous, and appropriate methods for dealing with selection bias and confounding are part of the analytic plan.
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