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\textbf{A B S T R A C T}

This article reviews the literature on teacher value-added. Although value-added models have been used to measure the contributions of numerous inputs to educational production, their application toward identifying the contributions of individual teachers has been particularly contentious. Our review covers articles on topics ranging from technical aspects of model design to the role that value-added can play in informing teacher evaluations in practice, highlighting areas of consensus and disagreement in the literature. Although a broad spectrum of views is reflected in available research, along a number of important dimensions the literature is converging on a widely-accepted set of facts.

1. Introduction

Value-added modeling has become a key tool for applied researchers interested in understanding educational production. The “value-added” terminology is borrowed from the long-standing production literature in economics – in that literature, it refers to the amount by which the value of an article is increased at each stage of the production process. In education-based applications, the idea is that we can identify each student's human capital accumulation up to some point, say by the conclusion of period \( t-1 \), and then estimate the value-added to human capital of inputs applied during period \( t \).

Value-added models (VAMs) have been used to estimate value-added to student achievement for a variety of educational inputs. The most controversial application of VAMs has been to estimate the effects of individual teachers. Accordingly, this review focuses on the literature surrounding teacher-level VAMs.\textsuperscript{1} The attention on teachers is motivated by the consistent finding in research that teachers vary dramatically in their effectiveness as measured by value-added (Hanushek & Rivkin, 2010). In addition to influencing students' short-term academic success, access to high-value-added teachers has also been shown to positively affect later-life outcomes for students including wages, college attendance, and teenage childbearing (Chetty, Friedman, & Rockoff, 2014b). The importance of access to effective teaching for students in K-12 schools implies high stakes for personnel policies in public education. Chetty, Friedman, and Rockoff (2014b) and Hanushek (2011) monetize the gains that would come from improving the quality of the teaching

\textsuperscript{1} Other applications of value-added include evaluations of teacher professional development and coaching programs (Biancarosa, Byrk, & Dexter, 2010; Harris & Sass, 2011), teacher training programs (Goldhaber, Liddle, & Theobald, 2013; Koedel, Parsons, Podgursky, & Ehlert, in press; Mihaly, McCaffrey, Sass, & Lockwood, 2013), reading reform programs (Betts, Zau, & King, 2005) and school choice (Betts & Tang, 2008), among others.
workforce – using value-added-based evidence – and conclude that the gains would be substantial.

The controversy surrounding teacher value-added stems largely from its application in public policy, and in particular the use of value-added to help inform teacher evaluations. Critics of using value-added in this capacity raise a number of concerns, of which the most prominent are (1) value-added estimates may be biased (Baker et al., 2010; Pauliner & Amrein-Beardsley, 2014; Rothstein, 2009, 2010), and (2) value-added estimates seem too unstable to be used for high-stakes personnel decisions (Baker et al., 2010; Newton, Darling-Hammond, Haertel, & Thomas, 2010). Rothstein (2015) also raises the general point that the labor-supply response to more rigorous teacher evaluations merits careful attention in the design of evaluation policies. We discuss these and other issues over the course of the review.

The remainder of the paper is organized as follows. Section 2 provides background information on value-added and covers the literature on model-specification issues. Section 3 reviews research on the central questions of bias and stability in estimates of teacher value-added. Section 4 combines the information from Sections 2 and 3 in order to highlight areas of emerging consensus with regard to model design. Section 5 documents key empirical facts about value-added that have been established by the literature. Section 6 discusses research on the uses of teacher value-added in education policy. Section 7 concludes.

2. Model background and specification

2.1. Background

Student achievement depends on input from teachers and other factors. Value-added modeling is a tool that researchers have used in their efforts to separate out teachers’ individual contributions. In practice, most studies specify linear value-added models in an \textit{ad hoc} fashion, but under some conditions these models can be formally derived from the following cumulative achievement function, taken from Todd and Wolpin (2003) and rooted in the larger education production literature (Ben-Porath, 1967; Hanushek, 1979):

\begin{equation}
A_{it} = A_{i0}(X_i(t), F_i(t), S_i(t), \alpha_{i0}, \epsilon_{it})
\end{equation}

Eq. (1) describes the achievement level for student \( i \) at time \( t \) \( (A_{it}) \) as the end product of a cumulative set of inputs, where \( X_i(t) \), \( F_i(t) \) and \( S_i(t) \) represent the history of individual, family and school inputs for student \( i \) through year \( t \); \( \alpha_{i0} \) represents student \( i \)'s initial ability endowment and \( \epsilon_{it} \) is an idiosyncratic error. The intuitive idea behind the value-added approach is that to a rough approximation, prior achievement can be used as a sufficient statistic for the history of prior inputs and, in some models, the ability endowment. This facilitates estimation of the marginal contribution of contemporaneous inputs, including teachers, using prior achievement as a key conditioning variable.

In deriving the conditions that formally link typically-estimated VAMs to the cumulative achievement function, Todd and Wolpin (2003) express skepticism that they will be met. Their skepticism is warranted for a number of reasons. As one example, in the structural model parental inputs can respond to teacher assignments, allowing for increased (decreased) parental inputs that are complements (substitutes) for higher teacher quality. VAM researchers cannot measure and thus cannot control for parental inputs, which means that unlike in the structural model, value-added estimates of teacher quality are inclusive of any parental-input adjustments. More generally, the model shown in Eq. (1) is flexible along a number of dimensions in ways that are difficult to emulate in practical modeling applications (for further discussion see Sass, Semykina, & Harris, 2014).

Sass et al. (2014) directly test the conditions linking VAMs to the cumulative achievement function and confirm the skepticism of Todd and Wolpin (2003), showing that they are not met for a number of common VAM specifications. The tests performed by Sass et al. (2014) give us some indication of what value-added is not. In particular, they show that the parameters estimated from a range of commonly estimated value-added models do not have a structural interpretation. But this says little about the informational value contained by value-added measures. Indeed, Sass et al. (2014) note that “failure of the underlying [structural] assumptions does not necessarily mean that value-added models fail to accurately classify teacher performance” (p. 10).2 The extent to which measures of teacher value-added provide useful information about teacher performance is ultimately an empirical question, and it is this question that is at the heart of value-added research literature.

2.2. Specification and estimation issues

A wide variety of value-added models have been estimated in the literature to date. In this section we discuss key specification and estimation issues. To lay the groundwork for our discussion consider the following linear VAM:

\begin{equation}
Y_{igt} = \beta_0 + X_{igt-1}\beta_1 + S_{igt}\beta_2 + T_{igt}\beta_3 + \epsilon_{igt}
\end{equation}

In Eq. (2), \( Y_{igt} \) is a test score for student \( i \) at school \( s \) with teacher \( j \) in year \( t \); \( X_{igt} \) is a vector of student characteristics, \( S_{igt} \) is a vector of school and/or classroom characteristics, \( T_{igt} \) is a vector of teacher indicator variables and \( \epsilon_{igt} \) is the idiosyncratic error term. The precise set of conditioning variables in the \( X \)-vector varies across studies. The controls that are typically available in district and state administrative datasets include student race, gender, free/reduced-price lunch status, language status, special-education status, mobility status (e.g., school changer), and parental education, or some subset therein (examples of studies from different locales that use control variables from this list include Aaronson, Barrow, & Sander, 2007; Chetty, Friedman, & Rockoff, 2014a; Goldhaber & Hansen, 2013; Kane, McCaffrey, Miller, & Staiger, 2013; Koedel & Betts, 2011; Sass, Hannaway, Xu, Figlio, & Feng, 2012). School and classroom characteristics in the \( S \)-vector are often constructed as aggregates of the student-level variables (including prior achievement). The parameters that are meant to capture teacher value added are contained in the

---

2 Guarino, Reckase, and Wooldridge (2015) perform simulations that support this point. Their findings indicate that VAM estimators tailored toward structural modeling considerations can perform poorly because they focus attention away from more important issues.
vector $\theta$. In most studies, teacher effects are specified as fixed rather than random effects.\footnote{Examples of studies that specify teacher effects as random include Corcoran, Jennings, and Beveridge (2011), Konstantopoulos and Chung (2011), Nye, Konstantopoulos, and Hedges (2004), and Papay (2011). Because standard software estimates teacher fixed effects relative to an arbitrary holdout teacher, and the standard errors for the other teachers will be sensitive to which holdout teacher is selected, some studies have estimated VAMs using a sum-to-zero constraint on the teacher effects (Goldhaber, Cowan, & Walch, 2013; Jacob & Lefgren, 2008; Mihaly, McCaffrey, Sass, & Lockwood, 2010).}

Eq. (2) is written as a “lagged-score” VAM. An alternative, restricted version of the model where the coefficient on the lagged test score is set to unity ($\beta_1 = 1$) is referred to as a “gain-score” VAM. The “gain-score” terminology comes from the fact that the lagged-score term with the restricted coefficient can be moved to the left-hand side of the equation and the model becomes a model of test score gains.\footnote{In lagged-score VAMs the coefficient on the lagged-score coefficient, unadjusted for measurement error, is typically in the range of 0.6–0.8 (e.g., see Andrabi, Das, Khwaja, & Zajonc, 2011; Rothstein, 2009).}

Following Aaronson, Barrow, and Sander (2007), the error term in Eq. (2) can be expanded as $\epsilon_{igt} = \lambda_i + \pi_j + \epsilon_{ist}$. This formulation allows for roles of fixed individual ability ($\lambda_i$) and school quality ($\pi_j$) in determining student achievement growth.\footnote{Also see Shi and Rieben (2009). The depiction of the error term could be further expanded to allow for separate classroom effects, perhaps driven by unobserved peer dynamics, which would be identifiable in teacher-level VAMs if teachers are observed in more than one classroom.} Based on this formulation, and assuming for simplicity that all students are assigned to a single teacher at a single school, error in the estimated effect for teacher $j$ at school $s$ with class size $N_j$ in the absence of direct controls for school and student fixed effects can be written as:

$$E_{ig} = \pi_s + \frac{1}{N_j} \sum_{i=1}^{N_j} \lambda_i + \frac{1}{N_j} \sum_{i=1}^{N_j} \epsilon_{ist}$$  \tag{3}

The first two terms in Eq. (3) represent the otherwise unaccounted-for roles of fixed school and student attributes. The third term, although zero in expectation, can be problematic in cases where $N_j$ is small, which is common for teacher-level analyses (Aaronson, Barrow, & Sander, 2007; also see Kane & Staiger, 2002). A number of value-added studies have incorporated student and/or school fixed effects into variants of Eq. (2) due to concerns about bias from non-random student–teacher sorting (e.g., see Aaronson, Barrow, & Sander, 2007; Koedel & Betts, 2011; McCaffrey, Lockwood, Koretz, Louis, & Hamilton, 2004; McCaffrey, Sass, Lockwood, & Mihaly, 2009; Rothstein, 2010; Sass et al., 2012). These concerns are based in part on empirical evidence showing that students are clearly not randomly assigned to teachers, even within schools (Aaronson, Barrow, & Sander, 2007; Clotfelter, Ladd, & Vigdor, 2006; Jackson, 2014; Koedel & Betts, 2011; Paufler & Amrein-Beardsley, 2014; Rothstein, 2009, 2010).

An alternative structure to the standard, one-step VAM shown in Eq. (2) is the two-step VAM, or “average residuals” VAM. The two-step VAM uses the same information as Eq. (2) but performs the estimation in two steps:

$$Y_{igt} = \alpha_0 + Y_{igt-1} \alpha_1 + X_{igt} \alpha_2 + S_{igt} \alpha_3 + \eta_{igt}$$  \tag{4}

$$\eta_{igt} = T_{igt} \gamma + \epsilon_{igt}$$  \tag{5}

The vector $\gamma$ in Eq. (5) contains the value-added estimates for teachers. Although most VAMs that have been estimated in the research literature to date use the one-step modeling structure, several recent studies use the two-step approach (Ehlert, Koedel, Parsons, & Podgursky, 2013; Kane et al., 2013; Kane, Rockoff, & Staiger, 2008; Kane & Staiger, 2008).

One practical benefit to the two-step approach is that it is less computationally demanding. Putting computational issues aside, Ehlert et al. (2014, in press) discuss several other factors that influence the choice of modeling structure. One set of factors is related to identification, and in particular identification of the coefficients associated with the student and school/classroom characteristics. The identification tradeoff between the one-step and two-step VAMs can be summarized as follows: the one-step VAM has the potential to “under-correct” for context because the parameters associated with the control variables may be attenuated ($\beta_1, \beta_2$ and $\beta_3$ in Eq. (2)), while the two-step VAM has the potential to “over-correct” for context by attributing correlations between teacher quality and the control variables to the control-variable coefficients ($\alpha_1, \alpha_2$, and $\alpha_3$ in Eq. (4)). A second set of factors is related to policy objectives. Ehlert et al. (2014, in press) argue that the two-step model is better suited for achieving key policy objectives in teacher evaluation systems, including the establishment of an incentive structure that maximizes teacher effort.

It is common in research and policy applications to shrink estimates of teacher value-added toward a common Bayesian prior (Herrmann, Walsh, Isenberg, & Resch, 2013). In practice, the prior is specified as average teacher value-added. The weight applied to the prior for an individual teacher is an increasing function of the imprecision with which that teacher’s value-added is estimated. The following formula describes empirical shrinkage:\footnote{A detailed discussion of shrinkage estimators can be found in Morris (1983).}

$$\hat{\theta}_j^{EB} = a_j \hat{\theta}_j + (1 - a_j) \bar{\theta}_j$$  \tag{6}

In (6), $\hat{\theta}_j^{EB}$ is the shrunken value-added estimate for teacher $j$, $\hat{\theta}_j$ is the unshrunken estimate, $\bar{\theta}_j$ is average teacher value-added, and $a_j = \frac{\sigma^2_j}{\sigma^2_j + \bar{\sigma}^2}$, where $\sigma^2_j$ is the estimated variance of teacher value-added (after correcting for estimation error) and $\bar{\sigma}^2$ is the estimated error variance of $\hat{\theta}_j$ (e.g., the squared standard error).\footnote{There are several ways to estimate $\sigma^2$, e.g., see Aaronson, Barrow, and Sander (2007), Chetty, Friedman, and Rockoff (2014a), Herrmann et al. (2013), Kane, Rockoff, and Staiger (2008), and Koedel (2009).}

The benefit of the shrinkage procedure is that it produces estimates of teacher value-added for which the estimation-error variance is reduced through the dependence on the stable prior. This benefit is particularly valuable in applications where researchers use teacher value-added as an explanatory variable (e.g., Chetty, Friedman, & Rockoff, 2014a, 2014b; Harris & Sass, 2014; Jacob & Lefgren, 2008; Kane et al., 2013; Kane & Staiger, 2008), in which case it reduces attenuation bias. The cost of shrinkage is that the weight on the prior introduces a bias in estimates of teacher value-added.
The trend in the literature is clearly toward the increased use of shrunken value-added estimates. Additional issues related to model specification that have been covered in the literature include the selection of an appropriate set of covariates and accounting for test measurement error. Areas of consensus in the literature regarding the specification issues we have discussed thus far, and these additional issues, have been driven largely by what we know about bias and stability of the estimates that come from different models. It is to these issues that we now turn. In Section 4 we circle back to the model-specification question.

3. Bias and stability of estimated teacher value-added

3.1. Bias

A persistent area of inquiry among value-added researchers has been the extent to which estimates from standard models are biased. One consequence of biased value-added estimates is that they would likely lead to an overstatement of the importance of variation in teacher quality in determining student outcomes. Bias would also lead to errors in supplementary analyses that aim to identify the factors that contribute to and align with effective teaching as measured by value-added. In policy applications, a key concern is that if value-added estimates are biased, individual teachers would be held accountable in their evaluations for factors that are outside of their control.

Teacher value-added is estimated using observational data. Thus, causal inference hinges on the assumption that student assignments to teachers (treatments) are based on observables. As with any selection-on-observables model, the extent to which estimates of teacher value-added are biased depends fundamentally on the degree to which students are sorted to teachers along dimensions that are not observed by the econometrician. Bias will be reduced and/or mitigated when (a) non-random student–teacher sorting is limited and/or (b) sufficiently rich information is available such that the model can condition on the factors that drive the non-random sorting (or factors that are highly correlated with the factors that drive the non-random sorting).

The evidence on bias presented in this section is based on examinations of math and reading teachers in grades 4–8. This focus is driven in large part by data availability—the structure of most standardized testing regimes is such that annual testing occurs in grades 3–8 in math and reading. One direction in which extending the lessons from the current evidence base may be challenging is into high school. High school students are likely to be more-strictly sorted across classrooms, which will make it more difficult to construct VAMs, although not impossible. Paufler and Amrein-Beardsley (2014) raise concerns about the potential for non-random student–teacher assignments to bias estimates of teacher value-added. They survey principals in Arizona elementary schools and report that a variety of factors influence students’ classroom assignments. Many of the factors that they identify are not accounted for, at least directly, in typically-estimated VAMs (e.g., students’ interactions with teachers and other students, parental preferences, etc.). The survey results are consistent with previous empirical evidence showing that student–teacher sorting is not random (Aaronson, Barrow, & Sander, 2007; Clotfelter, Ladd, & Vigdor, 2006; Jackson, 2014; Koedel & Betts, 2011; Rothstein, 2009, 2010), although the survey results are more illuminating given the authors’ focus on mechanisms. Paufler and Amrein-Beardsley (2014) interpret their findings to indicate that “the purposeful (nonrandom) assignment of students into classrooms biases value-added estimates” (p. 356). However, no direct tests for bias were performed in their study, nor were any value-added models actually estimated. Although Paufler and Amrein-Beardsley (2014) carefully document the dimensions of student sorting in elementary schools, what is not clear from their study is how well commonly-available control variables in VAMs provide sufficient proxy information.

Rothstein (2010) offers what has perhaps been the highest-profile criticism of the value-added approach (also see Rothstein, 2009). He examines the extent to which future teacher assignments predict students’ previous test-score growth conditional on standard controls using several commonly estimated value-added models (a gain-score model, a lagged-score model, and a gain-score model with student fixed effects). Rothstein (2010) finds that future teachers appear to have large “effects” on previous achievement growth. Because future teachers cannot possibly cause student achievement in prior years, he interprets his results as evidence that the identifying assumptions in the VAMs he considers are violated. He writes that his finding of non-zero effects for future teachers implies that “estimates of teachers’ effects based on these models [VAMs] cannot be interpreted as causal” (p. 210). However, several subsequent studies raise concerns about the construction of Rothstein’s tests and how he interprets his results. Perhaps most notably, Goldhaber and Chaplin (2015) show that his tests reject VAMs even when there is no bias in estimated teacher effects (also see Guarino, Reckase, Stacey, & Wooldridge, 2015). In addition, Kinsler (2012) shows that Rothstein’s tests perform poorly with small samples, Koedel and Betts (2011) show that his results are driven in part by non-persistent student–teacher sorting, and Chetty, Friedman, & Rockoff (2014a) show that the issues he raises become less significant if “leave-year-out” measures of value-added are estimated.

Studies by Kane and Staiger (2008) and Kane et al. (2013) approach the bias question from a different direction, using experiments where students are randomly assigned to teachers. Both studies take the same general approach. First, the authors estimate teacher effectiveness in a pre-period

---

8 That said, Guarino et al. (2014) report that shrinkage procedures do not substantially boost the accuracy of estimated teacher value-added. Similarly, the results from Herrmann (2013) imply that the benefits from shrinkage are limited.

9 The effect of the bias would depend on its direction. The text here presumes a scenario with positive selection bias – i.e., where more effective teachers are assigned to students with higher expected growth.

10 Studies that estimate value added for high school teachers include Aaronson, Barrow, and Sander (2007), Jackson (2014), Koedel (2009) and Mansfield (in press).

11 Chetty, Friedman, and Rockoff (2014a) report that in personal correspondence, Rothstein indicated that his findings are “neither necessary nor sufficient for there to be bias in a VA estimate.” See Goldhaber and Chaplin (2015) and Guarino et al. (2015) for detailed analyses on this point.
using standard VAMs in a non-experimental setting (their VAMs are structured like the two-step model shown in Eqs. (4) and (5)). Next, the non-experimental value-added estimates are used to predict the test scores of students who are randomly assigned to teachers in the subsequent year. The 2008 study uses teacher value-added as the sole “pre-period” performance measure. The 2013 study uses a composite effectiveness measure that includes value-added and other non-test-based measures of teacher performance, although the weights on the components of the composite measure are determined based on how well they predict prior value-added and thus, value-added is heavily weighted.

Under the null hypothesis of zero bias, the coefficient on the non-experimental value-added estimate in the predictive regression of student test scores under random assignment should be equal to one. Kane and Staiger (2008) estimate coefficients on the non-experimental value-added estimates in math and reading of 0.85 and 0.99, respectively, for their models that are closest to what we show in Eqs. (4) and (5). Neither coefficient can be statistically distinguished from one. When the model is specified as a gain-score model it performs marginally worse, when it includes school fixed effects it performs marginally better in math but worse in reading, and when it is specified in test score levels with student fixed effects it performs poorly. Kane et al. (2013) obtain analogous estimates in math and reading of 1.04 and 0.70, respectively, and again, neither estimate can be statistically distinguished from one. The 2013 study does not consider a gain-score model or models that include school or student fixed effects.

While the findings from both experimental studies are consistent with the scope for bias in standard value-added estimates being small, several caveats are in order. First, sample-size and compliance issues are such that the results are noisy and the authors cannot rule out fairly large biases at standard confidence levels. Second, due to feasibility issues, the random-assignment experiments were performed within schools and among pairs of teachers for whom their principal was agreeable to randomly assigning students between them. This raises concerns about externalizing the findings to a more inclusive model to evaluate teachers (Pauller & Amrein-Beardsley, 2014; Rothstein, 2010; Rothstein & Mathis, 2013), and in particular, about the extent to which the experiments are informative about sorting across schools. Third, although these studies indicate that teacher value-added is an accurate predictor of student achievement in an experimental setting on average, this does not preclude individual prediction errors for some teachers.

Chetty, Friedman, and Rockoff (2014a) also examine the extent to which estimates of teacher value-added are biased. Their primary VAM is a variant of the model shown in Eq. (2), but they also consider a two-step VAM. They do not examine models with school or student fixed effects.

Chetty, Friedman, and Rockoff (2014a) take two different approaches in their investigation of the bias question. First, they merge a 21-year administrative data panel for students and teachers in a large urban school district – one that contains information similar to datasets used to estimate value-added in other locales – with tax data from the Internal Revenue Service (IRS). The tax data contain information about students and their families at a level of detail never before seen in the value-added literature. They use these data to determine the scope for omitted-variables-bias in standard models that do not include such detailed information. The key variables that Chetty, Friedman, and Rockoff (2014a) incorporate into their VAMs from the tax data are mother’s age at the student’s birth, indicators for parental 401(k) contributions and home ownership, and an indicator for parental marital status interacted with a quartic in household income. They estimate that the magnitude of the bias in value-added estimates in typical circumstances when these parental characteristics are unobserved is 0.2%, with an upper-bound at the edge of the 95% confidence interval of 0.25%. The authors offer two reasons for why their estimates of the bias are so small. First, the standard controls that they use in their “district-data-only” VAM (e.g., lagged test scores, poverty status, etc.) capture much of the variation in the additional tax-data variables. Put differently, the marginal value of these additional variables is small, which suggests that the standard controls in typically-estimated VAMs are quite good. Despite this fact, however, the parental characteristics are still important independent predictors of student achievement. The second reason that the bias is small is that the variation in parental characteristics from the tax data that is otherwise unaccounted for in the model is essentially uncorrelated with teacher value-added. Chetty, Friedman, and Rockoff (2014a) conclude that student–teacher sorting based on parental/family characteristics that are not otherwise accounted for in typically-estimated VAMs is limited in practice.

Chetty et al.’s (2014a) second approach to examining the scope for bias in teacher value-added has similarities to the above-described experimental studies by Kane and Staiger (2008) and Kane et al. (2013), but is based on a quasi-experimental design. In instances where a staffing change occurs in a school-by-grade-by-year cell, the authors calculate the expected change in average value-added in the cell corresponding to the change. They estimate average value-added for teachers in each cell using data in all years except the years in-between which the staffing changes occur. Next, they use of overcorrection bias, but inaccurate for some teachers (for more information, see footnote 35 on page 33 of Kane et al., 2013). This is less of an issue for the Chetty, Friedman, and Rockoff (2014a) study that we discuss next.

There are some procedural differences between how Chetty, Friedman, and Rockoff (2014a) estimate their models and how the models are shown in Eqs. (2), (4) and (5). The two most interesting differences are: (1) the use of a “leave-year-out” procedure, in which a teacher’s value-added in any given classroom is estimated from students in other classrooms taught by the same teacher, and (2) their allowance for teacher value-added to shift over time, rather than stay fixed in all years.

---

12 Rosters of students were randomly assigned to teachers within pairs or blocks of teachers.

13 A case where prior value-added is the only pre-period performance measure is also considered in Kane et al. (2013).

14 Rothstein (2010) raises this concern about Kane and Staiger (2008). Kane et al. (2013) perform a much larger experiment. While this improves statistical precision, it is still the case that large biases cannot be ruled out with 95% confidence in the larger study (Rothstein & Mathis, 2013).

15 Building on this last point, in addition to general imprecision, one potential source of individual prediction errors in these studies is “overcorrection bias,” which the experimental tests are not designed to detect owing to their use of two-step VAMs to produce the pre-period value-added measures. The non-experimental predictions can still be correct on average in the presence of overcorrection bias, but inaccurate for some teachers (for more information, see footnote 35 on page 33 of Kane et al., 2013). This is less of an issue for the Chetty, Friedman, and Rockoff (2014a) study that we discuss next.

16 There are some procedural differences between how Chetty, Friedman, and Rockoff (2014a) estimate their models and how the models are shown in Eqs. (2), (4) and (5). The two most interesting differences are: (1) the use of a “leave-year-out” procedure, in which a teacher’s value-added in any given classroom is estimated from students in other classrooms taught by the same teacher, and (2) their allowance for teacher value-added to shift over time, rather than stay fixed in all years.
their out-of-sample estimate of the change in average teacher value-added at the school-by-grade level to predict changes in student achievement across cohorts of students. Put differently, they compare achievement for different cohorts of students who pass through the same school-by-grade, but differently, they compare achievement for different cohorts of students. Put differently, they compare achievement for different cohorts of students. Put differently, they compare achievement for different cohorts of students.

Their quasi-experimental approach requires stronger identifying assumptions than the experimental studies, as detailed in their paper. However, the authors can examine the scope for bias in value-added using a much larger dataset, which allows for substantial gains in precision. Furthermore, because the staffing changes they consider include cross-school moves, their results are informative about sorting more broadly. Using their second method, Chetty, Friedman, and Rockoff (2014a) estimate that the forecasting bias from using their observational value-added measures to predict student achievement is 2.6% and not statistically significant (the upper bound of the 95% confidence interval on the bias is less than 10%).

Results similar to those from Chetty, Friedman, and Rockoff (2014a) are reported in a recent study by Bacher-Hicks, Kane, and Staiger (2014) using data from Los Angeles. Bacher-Hicks, Kane, and Staiger (2014) use the same quasi-experimental switching strategy and also find no evidence of bias in estimates of teacher value-added. At the time of our writing this review, there is an ongoing debate between Bacher-Hicks, Kane, and Staiger (2014), Chetty, Friedman, and Rockoff (2014c) and Rothstein (2014) regarding the usefulness of the quasi-experimental teacher-switching approach for identifying teacher value-added. Rothstein (2014) argues that a correlation between teacher switching and students’ prior grade test scores invalidates the approach. Chetty, Friedman, and Rockoff (2014c) and Bacher-Hicks, Kane, and Staiger (2014) acknowledge the correlation documented by Rothstein (2014), but find that it is mechanical and driven by the fact that prior data were used to estimate value-added. They argue that Rothstein’s failure to account for the mechanical correlation makes his proposed placebo test based on prior test scores uninformative about the validity of the teacher-switching approach, and present additional specifications which show how the correlation of value-added with changes in prior scores can be eliminated without substantively changing the estimated effect of value-added on changes in current scores.18,19

Future research will undoubtedly continue to inform our understanding of the bias issue. To date, the studies that have used the strongest research designs provide compelling evidence that estimates of teacher value-added from standard models are not meaningfully biased by student–teacher sorting along observed or unobserved dimensions.20 It is notable that there is not any direct counterevidence indicating that value-added estimates are substantially biased.

As the use of value-added spreads to more research and policy settings, we stress that given the observational nature of the value-added approach, the absence of bias in current research settings does not preclude bias elsewhere or in the future. Bias could emerge in VAMs estimated in other settings if unobserved sorting occurs in a fundamentally different way, and the application of VAMs to inform teacher evaluations could alter sorting and other behavior (e.g., see Barley & Neal, 2012; Campbell, 1976).21 Although the quasi-experimental method developed by Chetty, Friedman, and Rockoff (2014a) is subject to ongoing scholarly debate as noted above, it is a promising tool for measuring bias in VAMs without the need for experimental manipulation of classroom assignments.

3.2. Stability

Although some of the highest-profile studies on teacher value-added have focused on the issue of bias, the extent to which value-added measures will be useful in research and policy applications also depends critically on their stability. Without some meaningful degree of persistence over time, even unbiased estimates offer little value. If we assert that value added models can be developed and tested in which there is a minimal role for bias (based on the evidence discussed in the previous section), estimated teacher value-added can be described as consisting of three components: (1) real, persistent teacher quality; (2) real, non-persistent teacher quality, and (3) estimation error (which is, of course, not persistent). Of primary interest in many research studies is the real, persistent component of teacher quality, with the second and third factors contributing to the instability

Chetty, Friedman, and Rockoff (2014c) address this point by demonstrating that, because value-added is positively correlated within school-grade cells, imputing the population mean (i.e., zero) results in attenuation of the coefficient on value-added in the quasi-experimental regression. They argue that the best way to assess the importance of missing data is to examine the significant subset of school-grade cells where there is little or no missing data. This estimate of bias is quite close to zero, both in their data and in Rothstein’s replication study. Bacher-Hicks, Kane, and Staiger (2014) also discuss the merits of the alternative approaches to dealing with missing data in this context. In their study, “reasonably imputing the expected impacts of [teachers] with missing value-added does not change the finding regarding the predictive validity of value-added” (p. 4).

In addition to the studies covered in detail in this section, which in our view are the most narrowly-targeted on the question of bias in estimates of teacher value-added, other notable studies that provide evidence consistent with value-added measures containing useful information about teacher productivity include Glazerman et al. (2013), Harris and Soss (2014), Jackson (2014), Jacob and Lefgren (2008), and Kane and Staiger (2012). Relatedly, Deming (2014) tests for bias in estimates of school value-added using random school choice lotteries and fails to reject the hypothesis that school effects are unbiased.

21 This line of criticism is not specific to value-added. The use of other high-stakes evaluation metrics could also alter behavior.
Studies that document the year-to-year correlation in estimated teacher value-added have produced estimates that range from 0.18 to 0.64. Differences in the correlations across studies are driven by several factors. One factor that influences the precision with which teacher value-added can be estimated, and thus the correlation of value-added over time, is the student–teacher ratio. Goldhaber and Hansen (2013) and McCaffrey et al. (2009) document the improved precision in value-added estimates that comes with increasing teacher-level sample sizes. Goldhaber and Hansen (2013) show that the predictive value of past value-added over future value-added improves with additional years of data. The improvement is non-linear and the authors find that adding more years of data beyond three years is of limited practical value for predicting future teacher performance. Beyond the diminishing marginal returns of additional information, another explanation for this result is that as the time horizon gets longer, “drift” in real teacher performance (Chetty, Friedman, & Rockoff, 2014a) puts downward pressure on the predictive power of older value-added measures. This drift will offset the benefits associated with using additional data unless the older data are properly down-weighted. McCaffrey et al. (2009) examine the benefits of additional data purely in terms of teacher-level sample sizes, which are positively but imperfectly correlated with years of data. Unsurprisingly, they document reductions in the average standard error for teacher value-added estimates as sample sizes increase.

A second factor that affects the stability of value-added estimates is whether the model includes fixed effects for students and/or schools. Adding these layers of fixed effects narrows the identifying variation used to estimate teacher value-added, which can increase imprecision in estimation. In models with student fixed effects, estimates of teacher value-added are identified by comparing teachers who share students; in models with school fixed effects, the identifying variation is restricted to occur only within schools.

Despite relying entirely on within-unit variation (i.e., school or student) for identification, school and student fixed effects models can facilitate comparisons across all teachers as long as teachers are linked across units. For example, with multiple years of data, a model with school fixed effects can be used to rank all teachers based on value-added as long as enough teachers switch schools (Mansfield, in press). Teachers who share the same school are directly linked within schools, and school switchers link groups of teachers across schools. Non-switchers can be compared via “indirect linkages” facilitated by the switchers. However, the reliance on school switching to link the data comes with its own challenges and costs in terms of precision. In the context of a model designed to estimate value-added for teacher preparation programs, Mihaly et al. (2013) note “indirect linkages can make estimates imprecise, with the potential for significant variance inflation” (p. 462).

Goldhaber, Walch, and Gabele (2013), Koedel, Leatherman, and Parsons (2012) and McCaffrey et al. (2009) estimate the year-to-year correlation in teacher value-added from lagged-score models similar in structure to the one shown in Eq. (2), and from additional specifications that include school or student fixed effects. Correlations of adjacent year value-added measures estimated from models without school or student fixed effects range between 0.47 and 0.64 across these studies. McCaffrey et al. (2009) report an analogous correlation for a model that includes student fixed effects of 0.29 (using a gainscore specification). Goldhaber, Walch, and Gabele (2013) and Koedel, Leatherman, and Parsons (2012) report correlations from models that include school fixed effects ranging from 0.18 to 0.33. Thus, while there is a wide range of stability estimates throughout the literature, much of the variance in the estimated correlations is driven by modeling decisions. Put differently, among similarly-specified models, there is fairly consistent evidence with regard to the stability of value-added estimates.

It is also important to recognize that for many policy decisions, the year-to-year stability in value-added is not the appropriate measure by which to judge its usefulness (Staiger & Kane, 2014). As an example, consider a retention decision to be informed by value-added. The relevant question to ask about the usefulness of value-added is how well a currently-available measure predicts career performance. How well a currently-available measure predicts next year’s performance is not as important. Staiger and Kane (2014) show that year-to-year correlations in value-added are significantly lower than year-to-career correlations, and it is these latter correlations that are most relevant for judging the usefulness of value-added in many policy applications.

The question of how much instability in VAMs is “acceptable” is difficult to answer in the abstract. On the one hand, the level of stability in teacher value-added is similar to the level of stability in performance metrics widely used in other professions that have been studied by researchers, including salespeople, securities analysts, sewing-machine operators and baseball players (Glazerman et al., 2010; McCaffrey et al., 2009). However, on the other hand, any decisions based on VAM estimates will be less than perfectly correlated with the decisions one would make if value-added was known with certainty, and it is theoretically unclear

---

22 Standard data and methods are not sufficient to distinguish between factors (2) and (3). For example, suppose that a non-persistent positive shock to estimated teacher value-added is observed in a given year. This shock could be driven by a real positive shock in teacher performance (e.g., perhaps the teacher bonded with her students more so than in other years) or measurement error (e.g., the lagged scores of students in the teacher’s class were affected by a random negative shock in the prior year, which manifests itself in the form of larger than usual test-score gains in the current year). We would need better data than are typically available to sort out these alternative explanations. For example, data from multiple tests of the same material given on different days could be used to separate out test measurement error from teacher performance that is not persistent over classrooms/time.

23 Also note that the use of student fixed effects strains the data in that it requires estimating an additional n parameters using a large-N, small-T dataset, which is costly in terms of degrees of freedom (Ishii & Rivkin, 2009). For the McCaffrey et al. (2009) study we report simple averages of the correlations shown in Table 2 across districts and grade spans.
whether using imperfect data in teaching is less beneficial (or more costly) than in other professions. The most compelling evidence on this question comes from studies that, taking the instability into account, evaluate the merits of acting on estimates of teacher value-added to improve workforce quality (Boyd, Lankford, Loeb, & Wyckoff, 2011; Chetty, Friedman, & Rockoff, 2014b; Goldhaber & Theobald, 2013; Rothstein, 2015; Winters & Cowen, 2013). These studies consistently show that using information about teacher value-added improves student achievement relative to the alternative of not using value-added information.

4. Evidence-based model selection and the estimation of teacher value-added

Section 2 raised a number of conceptual and econometric issues associated with the choice of a value-added model. Absent direct empirical evidence, a number of different specifications are defensible. This section uses the evidence presented in Section 3, along with evidence from elsewhere in the literature, to highlight areas of consensus and disagreement on key VAM specification issues.

4.1. Gain-score versus lagged-score VAMs

Gain-score VAMs have been used in a number of studies and offer some conceptual appeal (Meghir & Rivkin, 2011). One benefit is that they avoid the complications that arise from including lagged achievement, which is measured with error, as an independent variable. However, available evidence suggests that the gain-score specification does not perform as well as the lagged-score specification under a broad range of estimation conditions (Andrabi et al., 2011; Guarino, Reckase, & Wooldridge, 2015; Kane & Staiger, 2008; McCaffrey et al., 2009). Put differently, the restriction on the lagged-score coefficient appears to do more harm than good. Thus, most research studies and policy applications of value-added use a lagged-score specification.

It is noteworthy that the lagged-score VAM has outperformed the gain-score VAM despite the fact that most studies do not implement any procedures to directly account for measurement error in the lagged-score control. The measurement-error problem is complicated because test measurement error in standard test instruments is heteroskedastic (Andrabi et al., 2011; Boyd, Lankford, Loeb, & Wyckoff, 2013; Koedel, Leatherman, & Parsons, 2012; Lockwood & McCaffrey, 2014). Lockwood and McCaffrey (2014) provide the most comprehensive investigation of the measurement-error issue in the value-added context of which we are aware. Their study offers a number of suggestions for ways to improve model performance by directly accounting for measurement error that should be given careful consideration in future VAM applications. One straightforward finding in Lockwood and McCaffrey (2014) is that controlling for multiple prior test scores can mitigate the influence of test measurement error. A simple but important takeaway from Koedel, Leatherman, and Parsons (2012) is that one should not assume that measurement error in the lagged test score is constant across the test-score distribution. Although this assumption simplifies the measurement-error correction procedure, it is not supported by the data and can worsen model performance.

4.2. Student and school fixed effects

Chetty, Friedman, and Rockoff (2014a) show that a VAM along the lines of the one shown in Eq. (2) – without school and student fixed effects – produces estimates of teacher value-added with very little bias (forecasting bias of approximately 2.6%, which is not statistically significant). Kane et al. (2013) and Kane and Staiger (2008) also show that models without school and student fixed effects perform well. While the experimental studies are not designed to assess the value of using school fixed effects because the randomization occurs within schools, they provide evidence consistent with unbiased estimation within schools without the need to control for unobserved student heterogeneity using student fixed effects.

Thus, although school and student fixed effects are conceptually appealing because of their potential to reduce bias in estimates of teacher value-added, the best evidence to date suggests that their practical importance is limited. Without evidence showing that these layers of fixed effects reduce bias it is difficult to make a compelling case for their inclusion in VAMs. Minus this benefit, it seems unnecessary to bear the cost of reduced stability in teacher value-added associated with including them, per the discussion in Section 3.2.

4.3. One-step versus two-step VAMs

Models akin to the standard, one-step VAM in Eq. (2) and the two-step VAM in Eqs. (4) and (5) perform well in the validity studies by Chetty, Friedman, and Rockoff (2014a), Kane and Staiger (2008) and Kane et al. (2013). Chetty, Friedman, and Rockoff (2014a) is the only study of the three to examine the two modeling structures side-by-side – they show that value-added estimates from both models exhibit very little bias. Specifically, their estimates of forecasting bias are 2.6 and 2.2% for the one-step and two-step VAMs, respectively, and neither estimate is statistically significant. If the primary objective is bias reduction, available evidence does not point to a clearly-preferred modeling structure.

Although we are not aware of any studies that directly compare the stability of value-added estimates from one-step and two-step models, based on the discussion in Section 3.2 we do not expect significant differences to emerge along this dimension either. The reason is that the two fundamental determinants of stability that have been established by the literature – teacher-level sample sizes and the use of school and/or student fixed effects – will not vary between the one-step and two-step VAM structures.

Thus, the literature does not indicate a clearly preferred modeling choice along this dimension. This is driven in large part by the fact that the two modeling structures produce similar results – Chetty, Friedman, and Rockoff (2014a) report...
a correlation in estimated teacher value-added across models of 0.98 in their data. For most research applications, the high correlation offers sufficient grounds to support either approach. However, in policy applications this may not be the case, as even high correlations allow for some (small) fraction of teachers to have ratings that are substantively affected by the choice of modeling structure (Castellano & Ho, 2015).

4.4. Covariates

We briefly introduced the conditioning variables that have been used by researchers in VAM specifications with Eq. (2). Of those variables, available evidence suggests that the most important, by far, are the controls for prior achievement (Chetty, Friedman, & Rockoff, 2014a; Ehler et al., 2013; Lockwood & McCaffrey, 2014; Rothstein, 2009).

Rothstein (2009) and Ehler et al. (2013) show that multiple years of lagged achievement in the same subject are significant predictors of current achievement conditional on single-lagged achievement in the same subject, which indicates that model performance is improved by including these variables. Ehler et al. (2013) note that “moving from a specification with three lagged scores to one with a single lagged score does not systematically benefit or harm certain types of schools or teachers (p. 19),” but this result is sensitive to the specification that they use. Lockwood and McCaffrey (2014) consider the inclusion of a more comprehensive set of prior achievement measures from multiple years and multiple subjects. They find that including the additional prior-achievement measures attenuates the correlation between estimated teacher value-added and the average prior same-subject achievement of teachers’ students.

Chetty, Friedman, and Rockoff (2014a) examine the sensitivity of value-added to the inclusion of different sets of lagged-achievement information but use data only from the prior year. Specifically, rather than extending the time horizon to obtain additional lagged-achievement measures, they use lagged achievement in another subject along with aggregates of lagged achievement at the school and classroom levels. Similarly to Ehler et al. (2013), Lockwood and McCaffrey (2014) and Rothstein (2009), they show that the additional measures of prior achievement are substantively important in their models. In one set of results they compare VAMs that include each student’s own lagged achievement in two subjects, with and without school- and classroom-average lagged achievement in these subjects, to a model that includes only the student’s own lagged achievement in the same subject. The models do not include any other control variables. Their quasi-experimental estimate of bias rises from 3.82% (statistically insignificant) with all controls for prior achievement, to 4.83% (statistically insignificant) with only controls for a student’s own prior scores in both subjects, to 10.25% (statistically significant) with only controls for a student’s prior score in the same subject. Notably, their estimate of bias in the model that includes the detailed prior-achievement measures, but no other covariates, is not far from their estimate based on the full model (2.58%, statistically insignificant).

Compared to the lagged-achievement controls, whether to include the additional demographic and socioeconomic controls that are typically found in VAMs is a decision that has been shown to be of limited practical consequence, at least in terms of global inference (Aaronson, Barrow, & Sander, 2007; Ehler et al., 2013; McCaffrey et al., 2004). However, two caveats to this general result are in order. First, the degree to which including demographic and socioeconomic controls in VAMs is important will depend on the richness of the prior-achievement controls in the model. Models with less information about prior achievement may benefit more from the inclusion of demographic and socioeconomic controls. Second, and re-iterating a point from above, in policy applications it may be desirable to include demographic and socioeconomic controls in VAMs, despite their limited impact on the whole, in order to guard against teachers in the most disparate circumstances being systematically identified as over- or under-performing. For personnel evaluations, it seems statistically prudent to use all available information about students and the schooling environment to mitigate as much bias in value-added estimates as possible. This is in contrast to federal guidelines for state departments of education issued in 2009, which discourage the use of some control variables in value-added models (United States Department of Education, 2009).27

5. What we know about teacher value-added

5.1. Teacher value-added is an educationally and economically meaningful measure

A consistent finding across research studies is that there is substantial variation in teacher performance as measured by value-added. Much of the variation occurs within schools (e.g., see Aaronson, Barrow, & Sander, 2007; Rivkin, Hanushek, & Kain, 2005). Hanushek and Rivkin (2010) report estimates of the standard deviation of teacher value-added in math and reading (when available) across ten studies and conclude that the literature leaves “little doubt that there are significant differences in teacher effectiveness” (p. 269). The effect of a one-standard deviation improvement in teacher value-added on student test scores is estimated to be larger than the effect of a ten student reduction in class size (Jepsen & Rivkin, 2009; Rivkin et al., 2005).28

---

26 This result is based on a comparison of fully-specified versions of the two types of models. Larger differences may emerge when using sparser specifications.

27 The federal guidelines are likely politically motivated, at least in part – see Ehler et al. (in press). Also note that some potential control variables reflect student designations that are partly at the discretion of education personnel. An example is special-education status. The decision of whether to include “discretionary” variables in high-stakes VAMs requires accounting for the incentives to label students that can be created by their inclusion.

28 Although the immediate effect on achievement of exposure to a high-value-added teacher is large, it fades out over time. A number of studies have documented rapid fade-out of teacher effects after one or two years (Jacob, Lefgren, & Sims, 2010; Kane & Staiger, 2008; Rothstein, 2010). Chetty, Friedman, and Rockoff (2014b) show that teachers’ impacts on test scores stabilize at approximately 25% of the initial impact after 3–4 years. It is not uncommon for the effects of educational interventions to fade out over time (e.g., see Currie & Thomas, 2000; Deming, 2009; Krueger & Whitmore, 2001).
Research has demonstrated that standardized test scores are closely related to school attainment, earnings, and economic outcomes (e.g., Chetty et al., 2011; Hanushek & Woessmann, 2008; Lazear, 2003; Murnane, Willett, Duhaldeborde, & Tyler, 2000), which supports the test-based measurement of teacher effectiveness. Hanushek (2011) combines the evidence on the labor market returns to higher cognitive skills with evidence on the variation in teacher value-added to estimate the economic value of teacher quality. With a class size of 25 students, he estimates the economic value of a teacher who is one-standard deviation above the mean to exceed $300,000 across a range of parameterizations that allow for sensitivity to different levels of true variation in teacher quality, the decay of teacher effects over time, and the labor-market returns to improved test-score performance.

Chetty, Friedman, and Rockoff (2014b) complement Hanushek’s work by directly estimating the long-term effects of teacher value-added. Following on their initial validity study (Chetty, Friedman, & Rockoff, 2014a), they use tax records from the Internal Revenue Service (IRS) to examine the impact of exposure to teacher value-added in grades 4–8 on a host of longer-term outcomes. They find that a one-standard deviation improvement in teacher value-added in a single grade raises the probability of college attendance at age 20 by 2.2% and annual earnings at age 28 by 1.3%. For a single grade raises the probability of college attendance at age 20 by 2.2% and annual earnings at age 28 by 1.3%. For an entire classroom, their earnings estimate implies that replacing a teacher whose performance is in the bottom 5% in value-added with an average teacher would increase the present discounted value of students’ lifetime earnings by $250,000. In addition to looking at earnings and college attendance, they also show that exposure to more-effective teachers reduces the probability of teenage childbearing, increases the quality of the neighborhood in which a student lives as an adult, and raises participation in 401(k) savings plans.

5.2. Teacher value-added is positively but imperfectly correlated across subjects and across different tests within the same subject

Goldhaber, Cowan, and Walch (2013) correlate estimates of teacher value-added across subjects for elementary teachers in North Carolina. They report that the within-year correlation between math and reading value-added is 0.60. After adjusting for estimation error, which attenuates the correlation estimate, it rises to 0.80. Corcoran, Jennings, and Beveridge (2011) and Legren and Sims (2012) also show that value-added in math and reading are highly correlated. The latter study leverages the cross-subject correlation to determine an optimal weighting structure for value-added in math and reading given the objective of predicting future value-added for teachers most accurately.

Teacher value-added is also positively but imperfectly correlated across different tests within the same subject. Lockwood et al. (2007) compare teacher value-added on the “procedures” and “problem solving” subcomponents of the same mathematics test. They report correlations of value-added estimates across a variety of different VAM specifications. Estimates from their standard one-step, lagged-score VAM indicate a correlation of teacher value-added across testing subcomponents of approximately 0.30. This correlation is likely to be attenuated by two factors. First, as noted by the authors, there is a lower correlation between student scores on the two subcomponents of the test in their analytic sample relative to the national norming sample as reported by the test publisher. Second, the correlational estimate is based on estimates of teacher value-added that are not adjusted for estimation error, an issue that is compounded by the fact that the subcomponents of the test have lower reliability than the full test.

Papay (2011) replicates the Lockwood et al. (2007) analysis with a larger sample of teachers and shrunken value-added estimates. The cross-subcomponent correlation of teacher value-added in his study is 0.55. Papay (2011) reports that most of the differences in estimated teacher value-added across test subcomponents cannot be explained by differences in test content or scaling, and thus concludes that the primary factor driving down the correlation is test measurement error. Corcoran, Jennings, and Beveridge (2011) perform a similar analysis and obtain similar results using student achievement on two separate math and reading tests administered in the Houston Independent School District. They report cross-test, same-subject correlations of teacher value-added of 0.59 and 0.50 in math and reading, respectively. The tests they evaluate also differ in their stakes, and the authors show that the estimated variance of teacher value-added is higher on the high-stakes assessment in both subjects.

The practical implications of the correlations in teacher value-added across subjects and instruments are not obvious. The fact that the correlations across all alternative achievement metrics are clearly positive is consistent with there being an underlying generalizable teacher-quality component embodied in the measures. This is in line with what one would expect given the influence of teacher value-added on longer-term student outcomes (Chetty, Friedman, & Rockoff, 2014b). However, it is disconcerting that different testing instruments can lead to different sets of teachers being identified as high- and low-performers, as indicated by the Corcoran, Jennings, and Beveridge (2011), Lockwood et al. (2007), and Papay (2011) studies. Papay’s (2011) conclusion

30 The authors note that “procedures items cover computation using symbolic notation, rounding, computation in context and thinking skills, whereas problem solving covers a broad range of more complex skills and knowledge in the areas of measurement, estimation, problem solving strategies, number systems, patterns and functions, algebra, statistics, probability, and geometry. The two sets of items are administered in separately timed sections.” (p. 48)

31 This is an average of their single-year estimates from the covariate adjusted model with demographics and lagged test scores from Table 2.

32 Lockwood et al. (2007) report that the subcomponent test reliabilities are high, but not as high as the reliability for the full test.

33 Papay (2011) also compares value-added measures across tests that are given at different points in the school year and shows that test timing is an additional factor that contributes to differences in teacher value-added as estimated across testing instruments.
that the lack of consistency in estimated value-added across assessments is largely the product of test measurement error seems reasonable, particularly when one considers the full scope for measurement error in student test scores (Boyd et al., 2013).

5.3. Teacher value-added is positively but imperfectly correlated with other evaluation metrics

Several studies have examined correlations between estimates of teacher value-added and alternative evaluation metrics. Harris and Sass (2014) and Jacob and Lefgren (2008) correlate teacher value-added with principal ratings from surveys. Jacob and Lefgren (2008) report a correlation of 0.32 between estimates of teacher value-added in math and principal ratings based on principals’ beliefs about the ability of teachers to raise math achievement; the analogous correlation for reading is 0.29 (correlations are reported after adjusting for estimation error in the value-added measures). Harris and Sass (2014) report slightly larger correlations for the same principal assessment – 0.41 for math and 0.44 for reading – and also correlate value-added with “overall” principal ratings and report correlations in math and reading of 0.34 and 0.38, respectively.34

Data from the Measures of Effective Teaching (MET) project funded by the Bill and Melinda Gates Foundation have been used to examine correlations between teacher value-added and alternative evaluation metrics including classroom observations and student surveys. Using data primarily from middle school teachers who teach multiple sections within the same year, Kane and Staiger (2012) report that the correlation between teacher scores from classroom observations and value-added in math, measured across different classrooms, ranges from 0.16 to 0.26 depending on the observation rubric. The correlation between value-added in math and student surveys of teacher practice, also taken from different classrooms, is somewhat larger at 0.37. Correlations between value-added in reading and these alternative metrics remain positive but are lower. They range from 0.10 to 0.25 for classroom observations across rubrics, and the correlation between student survey results and reading value-added is 0.25.35

Kane, Taylor, Tyler, and Wooten (2011) provide related evidence by estimating value-added models to identify the effects of teaching practice on student achievement. Teaching practice is measured in their study by the observational assessment used in the Cincinnati Public Schools’ Teacher Evaluation System (TES). Cincinnati’s TES is one of the few examples of a long-standing high stakes assessment with external peer evaluators, and thus it is quite relevant for public policy (also see Taylor & Tyler, 2012). Consistent with the evidence from the MET project, the authors find that observational measures of teacher practice are positively correlated with value-added. Their preferred models that use a composite index to measure classroom practice imply that a 2.3 standard-deviation increase in the index (one point) corresponds to a little more than a one-standard-deviation increase in teacher value-added in reading, and a little less than a one-standard-deviation increase in math.36

The positive correlations between value-added and the alternative, non-test-based metrics lends credence to the informational value of these metrics in light of the strong validity evidence emerging from the research literature on value-added. Indeed, out-of-sample estimates of teacher quality based on principal ratings, observational rubrics and student surveys positively predict teacher impacts on student achievement, although not as well as out-of-sample value-added (Harris & Sass, 2014; Jacob & Lefgren, 2008; Kane et al., 2011; Kane & Staiger, 2012). At present, no direct evidence on the longer-term effects of exposure to high-quality teachers along these alternative dimensions is available.37

6. Policy applications

6.1. Using value-added to inform personnel decisions in K–12 schools

The wide variation in teacher value-added that has been consistently documented in the literature has spurred research examining the potential benefits to students of using information about value-added to improve workforce quality. The above-referenced studies by Hanushek (2011) and Chetty, Friedman, and Rockoff (2014b) perform direct calculations of the benefits associated with removing ineffective teachers and replacing them with average teachers (also see Hanushek, 2009). Their analyses imply that using estimates of teacher-value added to inform personnel decisions would lead to substantial gains in the production of human capital in K–12 schools. Similarly, Winters and Cowen (2013) use simulations to show how incorporating information about teacher value-added into personnel policies can lead to improvements in workforce quality over time.

Monetizing the benefits of VAM-based removal policies and comparing them to costs suggests that they will easily pass a cost–benefit test (Chetty, Friedman, & Rockoff, 2014b).38 A caveat is that the long-term labor supply response is unknown. Rothstein (2015) develops a structural model to describe the labor market for teachers that

---

34 The question from the Harris and Sass (2014) study for the overall rating makes no mention of test scores: “Please rate each teacher on a scale from 1 to 9 with 1 being not effective to 9 being exceptional” (p. 188).
35 Polikoff (2014) further documents that the correlations between these alternative evaluation measures and value-added vary across states, implying that different state tests are differentially sensitive to instructional quality as measured by these metrics.
36 Rockoff and Speroni (2011) also provide evidence that teachers who receive better subjective evaluations produce greater gains in student achievement. A notable aspect of their study is that some of the evaluation metrics they consider come from prior to teachers being hired into the workforce.
37 Because many of these metrics are just emerging in rigorous form (e.g., see Weisberg et al., 2009), a study comparable to something along the lines of Chetty et al. (2014b) may not be possible for some time. In the interim, non-cognitive outcomes such as persistence in school and college-preparatory behaviors, in addition to cognitive outcomes, can be used to vet these alternative metrics similarly to the recent literature on VAMs.
38 Studies by Boyd et al. (2011) and Goldhaber and Theobald (2013) consider the use of value-added measures to inform personnel policies within the more narrow circumstance of forced teacher layoffs. Both studies show that layoff policies based on value-added result in significantly higher student achievement relative to layoff policies based on seniority. Seniority-driven layoff policies were a central point of contention in the recent Vergara v. California court case.
incorporates costs borne by workers from the uncertainty associated with teacher evaluations based on value-added. He estimates that teacher salaries would need to rise under a more-rigorous, VAM-based personnel policy. The salary increase would raise costs, but not by enough to offset the benefits of the improvements in workforce quality (Chetty, Friedman, & Rockoff, 2014b; Rothstein, 2015). However, as noted by Rothstein (2015), his findings are highly sensitive to how he parameterizes his model. This limits inference given the general lack of evidence in the literature with regard to several of his key parameters – in particular, the elasticity of labor supply and the degree of foreknowledge that prospective teachers possess about their own quality. As more-rigorous teacher evaluation systems begin to come online, monitoring the labor-supply response will be an important area of research. Initial evidence from the most mature high-stakes system that incorporates teacher value-added into personnel decisions – the IMPACT evaluation system in Washington, DC – provides no indication of an adverse labor-supply response of yet (Dee & Wyckoff, 2013).

In addition to developing rigorous teacher evaluation systems that formally incorporate teacher value-added, there are several other ways that information about value-added can be leveraged to improve workforce quality. For example, Rockoff, Staiger, Kane, and Taylor (2012) show that simply providing information to principals about value-added increases turnover for teachers with low performance estimates and decreases turnover for teachers with high estimates. Correspondingly, average teacher productivity increases. Student achievement increases in line with what one would expect given the workforce-quality improvement.

Condie, Lefgren, and Sims (2014) suggest an alternative use of value-added to improve student achievement. Although they perform simulations indicating that VAM-based removal policies will be effective (corroborating earlier studies), they also argue that value-added can be leveraged to improve workforce quality without removing any teachers. Specifically, they propose to use value-added to match teachers to students and/or subjects according to their comparative advantages (also see Goldhaber, Cowan, and Walch, 2013). Their analysis suggests that data driven workforce re-shuffling has the potential to improve student achievement by more than a removal policy targeted at the bottom 10% of teachers.

Glazerman et al. (2013) consider the benefits of a different type of re-shuffling based on value-added. They study a program that provides pecuniary bonuses to high-value-added teachers who are willing to transfer to high-poverty schools from other schools. The objective of the program is purely equity-based. Glazerman et al. (2013) show that the teacher transfer policy raises student achievement in high-poverty classrooms that are randomly assigned to receive a high-value-added transfer teacher.39

6.2. Teacher value-added as a component of combined measures of teaching effectiveness

Emerging teacher evaluation systems in practice are using value-added as one component of a larger “combined measure.” Combined measures of teaching effectiveness also typically include non-test-based performance measures like classroom observations, student surveys and measures of professionalism.40 Many of the non-test-based measures are newly emerging, at least in rigorous form (see Weisberg, Sexton, Mulhern, & Keeling, 2009). The rationale for incorporating multiple measures into teacher evaluations is that teaching effectiveness is multi-dimensional and no single measure can capture all aspects of quality that are important.

Mihaly, McCaffrey, Staiger, and Lockwood (2013) consider the factors that go into constructing an optimal combined measure based on data from the MET project. The components of the combined measure that they consider are teacher value-added on several assessments, student surveys and observational ratings. Their analysis highlights the challenges associated with properly weighting the various components in a combined-measure evaluation system. Assigning more weight to any individual component makes the combined measure a stronger predictor of that component in the future, but a weaker predictor of the other components. Thus, the optimal approach to weighting depends in large part on value judgments about the different components by policymakers.41

The most mature combined-measure evaluation system in the United States, and the one that has received the most attention nationally, is the IMPACT evaluation system in Washington, DC. IMPACT evaluates teachers based on value-added, teacher-assessed student achievement, classroom observations and a measure of commitment to the school community.42 Teachers evaluated as ineffective under IMPACT are dismissed immediately, teachers who are evaluated as minimally effective face pressure to improve under threat of dismissal (dismissal occurs with two consecutive minimally-effective ratings), and teachers rated as highly effective receive a bonus the first time and an escalating bonus for two consecutive highly-effective ratings (Dee & Wyckoff, 2013). Using a regression discontinuity design, Dee and Wyckoff (2013) show that teachers who are identified as minimally effective a single time are much more likely to voluntarily exit, and for those who do stay, they are more likely to perform

39 There is some heterogeneity underlying this result. Specifically, Glazerman et al. (2013) find large, positive effects for elementary classrooms that receive a transfer teacher but no effects for middle-school classrooms.

40 School districts that are using or in the process of developing combined measures of teaching effectiveness include Los Angeles (Strunk, Weinstein, & Makkonen, 2014), Pittsburgh (Scott & Correnti, 2013) and Washington DC (Dee & Wyckoff, 2013); state education agencies include Delaware, New Mexico, Ohio, and Tennessee (White, 2014).

41 Pollikoff (2014) further considers the extent to which differences in the sensitivity of state tests to the quality and/or content of teachers’ instruction should influence how weights are determined in different states. He recommends that states explore their own data to determine the sensitivity of their tests to high-quality instruction.

42 The weight on value-added in the combined measure was 35% for teachers with value-added scores during the 2013–2014 school year, down from 50% in previous years (as reported by Dee & Wyckoff, 2013). The 15% drop in the weight on value-added eligible teachers was offset in 2013–2014 by a 1.5% weight on teacher-assessed student achievement, which was not used to evaluate value-added eligible teachers in prior years.
better in the following year.\footnote{Dee and Wyckoff’s research design is not suited to speak to whether the improvement represents a causal effect on performance or is the result of selective retention.} Dee and Wyckoff (2013) also show that teachers who receive a first highly-effective rating improve their performance in the following year, a result that the authors attribute to the escalating bonus corresponding to two consecutive highly-effective ratings.

In Washington DC, at least during the initial years of IMPACT, there is no prima facie evidence of an adverse labor-supply effect. Dee and Wyckoff (2013) report that new teachers in Washington DC entering after the second year of IMPACT’s implementation were rated as significantly more effective than teachers who left (about one-half of a standard deviation of IMPACT scores). The labor-supply response in Washington DC could be due to the simultaneous introduction of performance bonuses in IMPACT and/or idiosyncratic aspects of the local teacher labor market. Thus, while this is an interesting early result, labor-supply issues merit careful monitoring as similar teacher evaluation systems emerge in other locales across the United States.

7. Conclusion

This article has reviewed the literature on teacher value-added, covering issues ranging from technical aspects of model design to the use of value-added in public policy. A goal of the review has been to highlight areas of consensus and disagreement in research. Although a broad spectrum of views is reflected in available studies, along a number of important dimensions the literature appears to be converging on a widely-accepted set of facts.

Perhaps the most important result for which consistent evidence has emerged in research is that students in K–12 schools stand to gain substantially from policies that incorporate information about value-added into personnel decisions for teachers (Boyd et al., 2011; Chetty, Friedman, & Rockoff, 2014b; Condie, Lefgren, & Sims, 2014; Dee & Wyckoff, 2013; Glazerman, 2013; Goldhaber, Cowan, & Walsh, 2013; Goldhaber & Theobald, 2013; Hanushek, 2009, 2011; Rothstein, 2015; Winters & Cowen, 2013). The consistency of this result across the variety of policy applications that have been considered in the literature is striking. In some applications the costs associated with incorporating value-added into personnel policies would likely be small – examples include situations where mandatory layoffs are required (Boyd et al., 2011; Goldhaber & Theobald, 2013), and the use of value-added to adjust teaching responsibilities rather than make what are likely to be more-costly and less-reversible retention/removal decisions (Condie, Lefgren, & Sims, 2014; Goldhaber, Cowan, & Walsh, 2013). However, even in more costly applications, such as the use of value-added to inform decisions about retention and removal, available evidence suggests that the benefits to students of using value-added to inform decision-making will outweigh the costs (Chetty, Friedman, & Rockoff, 2014b; Rothstein, 2015).

In addition to the growing consensus among researchers on this critical issue, our review also uncovers a number of other areas where the literature is moving toward general agreement (many of which serve as the building blocks for the consensus described in the previous paragraph). For example, the research studies that have employed the strongest experimental and quasi-experimental designs to date indicate that the scope for bias in estimates of teacher value-added from standard models is quite small.\footnote{As described above, the caveat to this result is that the absence of bias in current research settings does not preclude bias elsewhere or in the future. Nonetheless, available evidence to date offers optimism about the ability of value-added to capture performance differences across teachers.} Similarly, aggregating available evidence on the stability of value-added reveals consistency in the literature along this dimension as well. In addition, agreement among researchers on a variety of model-specification issues has emerged, ranging from which covariates are the most important in the models to whether gain-score or lagged-score VAMs produce more reliable estimates.

Still, our understanding of a number of issues would benefit from more evidence. An obvious area for expansion of research is into higher grades, as the overwhelming majority of studies focus on students and teachers in elementary and middle schools. The stronger sorting that occurs as students move into higher grades will make estimating value-added for teachers in these grades more challenging, but not impossible. There are also relatively few studies that examine the portability of teacher value-added across schools (e.g., see Jackson, 2013; Xu, Ozek, & Corritore, 2012). A richer evidence base on cross-school portability would be helpful for designing policies aimed at, among other things, improving equity in access to effective teachers (as in Glazerman et al., 2013). Another area worthy of additional exploration is the potential to improve instructional quality by using information about value-added to inform teacher assignments, ranging from which subjects to teach to how many students teach (Condie, Lefgren, & Sims, 2014; Goldhaber, Cowan, & Walsh, 2013; Hansen, 2014). More work is also needed on the relationships between value-added and alternative evaluation metrics, like those used in combined measures of teaching effectiveness (e.g., classroom observations, student surveys, etc.). Using value-added to validate these measures, and determining how to best combine other measures with value-added to evaluate teachers, can help to inform decision-making in states and school districts working to develop and implement more rigorous teacher evaluation systems.

As state and district evaluation systems come online and start to mature, it will be important to examine how students, teachers and schools are affected along a number of dimensions (with Dee & Wyckoff, 2013, serving as an early example). Heterogeneity in implementation across systems can be leveraged to learn about the relative merits of different types of personnel policies, ranging from retention/removal policies to merit pay to the data driven re-shuffling of teacher responsibilities. Studying these systems will also shed light on some of the labor-market issues raised by Rothstein (2015), about which we currently know very little.

In summary, the literature on teacher value-added has provided a number of valuable insights for researchers and policymakers, but much more remains to be learned. Given what we already know, this much is clear: the implementation of personnel policies designed to improve teacher quality...
is a high-stakes proposition for students in K–12 schools. It is the students who stand to gain the most from efficacious policies, and who will lose the most from policies that come up short.
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